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Executive summary

The UK has seen a surge in the adoption of AI technologies across the 
private and public sectors in recent years, including in domains like 
education, healthcare and criminal justice. As AI is increasingly used to 
make highly consequential decisions about people’s lives, governments 
around the globe have started to propose and pass legislation to regulate 
these technologies. 

While regulating AI brings its own challenges, it is not the first time that 
policymakers have grappled with governing highly complex technologies 
that play a central role in society and the economy. However, many of 
the current policy debates around AI typically seek to start from first 
principles rather than drawing on the lessons from previous attempts to 
regulate other domains. 

This report looks at the regulatory structures, approaches and objectives 
of three other UK regulatory regimes that are commonly compared with 
AI in policy discussions:

• Pharmaceuticals for human use
• Financial services (with a focus on consumer protection and financial 

stability)
• Climate change mitigation (specifically the carbon emissions regime 

established by the Climate Change Act 2008)

Each of these areas uses regulation – statutory rules imposed by 
the Government on individuals and companies – as part of a wider 
governance regime, which may include other mechanisms for overseeing 
behaviour and practice like professionalised norms, standards and non-
binding commitments. Regulation can shape governance – for example, 
statutory rules can foster the development of certain professional 
norms. In this paper, we focus on regulation specifically, given the UK 
Government’s interest in developing a wider AI regulatory framework.

These areas do not map neatly onto AI regulation – but they do have 
several features, objectives, and mechanisms that can inform regulatory 
proposals for AI. These include common regulatory functions that are 
also being proposed in AI legislation, such as pre-market assessment; 
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monitoring harms to individuals and society; and transparency 
requirements. They also cover a mixture of considerations around 
product safety and systemic impacts of a regulated domain, both of 
which are common features of AI regulatory proposals in the UK and EU. 

The political economies of these sectors have similar dynamics to those 
of AI technologies, including the need to regulate a small number of 
powerful companies. These sectors share some common features with 
AI technologies, including opacity of how complex systems operate, the 
fast-paced development of novel products and a significant amount of 
uncertainty around their impacts. 

To examine these regulatory regimes in more detail and uncover 
learnings for the development of AI regulation, we commissioned experts 
to create a case study on each domain based on five research questions:

1. What are the objectives of regulation in these different sectors? 
What does regulation seek to achieve?  

2. What mechanisms have regulators implemented in these different 
sectors to meet these objectives?  

3. How has regulation facilitated the creation of public benefit and how 
is this defined? 

4. How have liability and compliance burdens been distributed across 
the value chain in these sectors? 

5. How have any restrictions on access and proliferation impacted 
research and the size of the market?
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Lessons for policymakers

Drawing on a thematic analysis of these three regulatory regimes, and 
the associated case studies,1 2 3 this report identifies common challenges 
and proposes lessons that can be applied to AI technologies. These 
lessons can help the UK Government ensure that domestic AI regulation 
is both robust and future-proofed.

Lesson 1: Delivering a pragmatic regulatory framework for AI will 
require independent institutions that have the required resources 
and statutory backing to operate effectively, strategically and with 
appropriate flexibility over the long term. 

This does not require removing or replacing existing AI governance initiatives 
in the UK. Many of the building blocks of a wider AI governance regime are 
already in place. These include the AI Safety Institute (AISI); the voluntary 
commitments from foundation model developers secured by the previous 
Government; the ‘central functions’ established following the March 2023 
white paper on AI regulation; and existing ‘horizontal’ regulation such as 
the UK General Data Protection Regulation (GDPR) and the Equality Act 
2010, which provide important protections4 to people affected by AI.

Tying these disparate elements together into a coherent framework 
will require the introduction of new powers, resources and statutory 
underpinning for regulators and their supporting institutional architecture 
(such as AISI and the central functions). It will mean safeguarding, and 
building on, existing legal protections rather than removing or watering 
them down. Existing UK regulatory regimes were not created fully formed 
but instead emerged over time in response to growing harm. Following 
these precedents, policymakers should feel confident in pre-emptively 
establishing and empowering regulatory authorities to take action on 
AI products and services, in the knowledge that their functions can be 
developed and iterated in response to new evidence.

1 David Fagleman, Jesse Griffiths and Mick McAteer, ‘Financial Regulation in the UK: A case study’ (Ada Lovelace Institute 2024) 
https://www.adalovelaceinstitute.org/resource/financial-regulation-uk 

2 Dzintars Gotham and Melissa Barber, ‘Pharmaceutical regulation in the UK: A case study’ (Ada Lovelace Institute 2024)  
https://www.adalovelaceinstitute.org/resource/pharmaceutical-regulation-uk/ 

3 Rebekah Diski and Rosie Collington, ‘Carbon Emissions Regulation in the UK: A Case Study’ (Ada Lovelace Institute 2024)  
https://www.adalovelaceinstitute.org/resource/carbon-emissions-regulation-uk/

4 ‘AWO Analysis Shows Gaps in Effective Protection from AI Harms’  
https://www.awo.agency/blog/awo-analysis-shows-gaps-in-effective-protection-from-ai-harms/https://awo.agency/  
accessed 4 October 2024
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Lesson 2: Building and maintaining confidence in critical services and 
technologies requires the implementation of assurance mechanisms 
that can demonstrate they are safe, reliable and trustworthy.

As in the pharmaceutical sector, a regulatory approach that assesses the 
efficacy and safety of AI products and services may help the UK become 
a leader in assessing AI risks. As in the climate and financial services 
sectors, regulation for AI will have to address not only individual company 
behaviour but also the systemic impacts of these systems, which may 
also require the development of methods analogous to stress testing in 
banking. 

While private actors have a role to play in providing assurance across 
these dimensions, the experience of other regulatory regimes suggests 
that industry-led or voluntary initiatives are no substitute for robust 
public oversight delivered by regulators with meaningful enforcement 
powers. To avoid conflicts of interest and the ‘gaming’ of regulatory 
mechanisms, the development of metrics and methods for assurance 
should be led by regulators and independent entities, and not by 
regulated entities.

Lesson 3: Sectoral regulators can be less effective if their objectives 
conflict with the goal of ensuring technologies, products, and services 
are safe, effective, and trustworthy. 

Proposals for the regulation of AI and related technologies sometimes 
include provisions that mandate regulators to promote objectives 
such as innovation, competitiveness or economic growth, mirroring 
trends in other sectors including pharmaceuticals and finance. 
The evidence from these other sectors suggests that introducing 
secondary objectives around innovation and competitiveness can 
be counterproductive, compromising safety efforts without yielding 
significant public benefit.  

Lesson 4: To help mitigate the risk of institutions becoming unduly 
influenced by particular interests, mature governance regimes 
include an ecosystem of independent institutions that can hold each 
other accountable and act as effective checks and balances. 

Beyond the core of regulatory institutions, wider stakeholders in civil 
society and academia also play an important role in the regulatory 
ecosystem of the three sectors we reviewed. These actors support 
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activities such as critically assessing regulatory methods and advocate 
on behalf of affected persons.

Lesson 5: Post-market monitoring measures can help ensure that 
risks of emerging technologies and sectors are better understood, 
prevented and mitigated. 

There is a strong case for post-market monitoring of AI systems because 
their performance and behaviour can change with new data. Similarly, 
assurances of the performance of an AI system in one context may not 
provide much clarity about how well that system will function in other 
contexts. Our research shows that post-market monitoring has not been 
implemented particularly effectively in some sectors but that better 
resourcing can help improve implementation. 

A post-market monitoring and reporting regime for AI will therefore need 
to be developed over time to establish what works best. This should be 
a priority area for further policy research and development within the 
UK Government. The regulatory ecosystem will need to be equipped 
with powers and duties to request information about, and conduct 
independent investigations into, specific incidences of harm as well as 
the longer-term structural impacts of the integration of these systems 
into our society and economy.

Lesson 6: Successful regulatory regimes incorporate mechanisms 
for redress and dispute resolution for individuals affected by a 
technology, service or product. 

In AI regulation, there is a need for redress and dispute-resolution 
mechanisms in sectors where there are no formal mechanisms. 
Adopting an ombudsman-style model, which has been effective in other 
sectors, could act as a complement to other central functions that 
the Government has set out. This model could support individuals in 
resolving their complaints and help direct them to appropriate regulators. 
It could also provide the Government and regulators with important 
insights about the harms people are experiencing, and whether they are 
effectively securing redress.
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How to read this report

This report draws insights from the three case studies of regulated 
domains – pharmaceuticals for human use,5 climate change mitigation,6 
and financial services7 – to inform regulation of AI technologies. Each 
case study draws on interviews and workshops with experts from each 
domain, along with literature reviews on the regulation of those areas. 

Depending on your background and interests, we recommend different 
reading strategies.

For all readers (10–15 minute read):

• ‘Executive summary’ for key findings. This provides a concise overview 
of the report’s main points and conclusions.

• ‘Findings’ for an overview of common themes and key findings across 
the three regulated domains and their implications for AI regulation.

If you are a policymaker or regulator…

…and you’re working on AI regulation (30–45 minutes):

• ‘Executive summary’ for key findings. This provides a concise overview 
of the entire report’s main points and conclusions.

• ‘The Regulatory Challenge of AI’ to understand some of the features of 
AI technologies that make regulating this technology area so difficult.

• ‘Overview of selected regulatory regimes’ for a high-level overview 
of how the objectives, history and mechanisms of the three selected 
regulatory domains. This chapter provides an overview of how 
regulation of pharmaceuticals, climate change mitigation and financial 
services operate in the UK. 

5 Gotham and Barber (n 2).
6 Diski and Collington (n 3).
7 Fagleman, Griffiths and McAteer (n 1).
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• ‘Findings’ for an overview of common themes and key findings across 
the three regulated domains and their implications for AI regulation.

…and you’re interested in more detail on these regulated domains (60–90 
minutes):

• Start with the ‘Overview of selected regulatory regimes’ for a high-level 
overview.

• Then read each of the case studies 8 9 10 for a deeper read on the 
specific regulated domain.

• Return to ‘Findings’ for an overview of common themes and key 
findings across the three regulated domains and their implications for 
AI regulation.

8  Fagleman, Griffiths and McAteer (n 1).
9  Gotham and Barber (n 2).
10  Diski and Collington (n 3).
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Introduction

AI systems are being rapidly integrated into many aspects of our lives. 
There is no one accepted or universal definition of AI. Broadly, AI refers 
to the science of creating computer systems designed to carry out 
tasks previously considered to require human behaviour, intervention or 
oversight.

AI systems can be used to complement a human decision, and in some 
cases, fully automate it. Their use in real-world contexts is increasingly 
widespread. The NHS has employed AI to support health diagnostics,11 
while local authorities are using it to help inform decisions about social 
care.12 Smartphones use AI facial recognition, and car manufacturers use 
AI in their driver-assist features. 

AI is being used in important areas of scientific discovery such as drug 
discovery and genomics13 and across societal challenges such as 
climate change adaptation and mitigation.14 In the UK, AI tools have been 
adopted by businesses in most sectors of the economy with varying 
levels of uptake and success.15 Recently, leaders from across the UK’s 
political spectrum have called for AI technologies to be rapidly integrated 
into public-sector processes and services.16

At the same time, we are already seeing considerable harms caused by 
the misuse and failure of AI systems in different contexts.  

11 NHS England, ‘AI Diagnostic Fund’ (transform.england.nhs.uk, n.d.)  
https://transform.england.nhs.uk/ai-lab/ai-lab-programmes/ai-in-imaging/ai-diagnostic-fund/ accessed 6 September 2024.

12 Laura Carter, Critical Analytics? (Ada Lovelace Institute 2024)  
https://www.adalovelaceinstitute.org/report/local-authority-data-analytics/ accessed 6 September 2024.

13 Ada Lovelace Institute and Nuffield Council on Bioethics, DNA.I (2023)  
https://www.adalovelaceinstitute.org/project/ai-genomics-futures/ accessed 27 March 2024.

14 Emily Clough, Net zero or net hero? The role of AI in the climate crisis (Ada Lovelace Institute 2023)  
https://www.adalovelaceinstitute.org/resource/climate-change-ai/#using-ai-to-address-climate-change-8 accessed 27 March 2024.

15 Andrew Evans & Anja Heimann, ‘AI Activity in UK businesses’ (Capital Economics, Department for Digital, Culture, Media and Sport, 
2022)  https://assets.publishing.service.gov.uk/media/61d87355e90e07037668e1bd/AI_Activity_in_UK_Businesses_Report__Capital_
Economics_and_DCMS__January_2022__Web_accessible_.pdf accessed 27 March 2024.

16 Department for Science, Innovation and Technology, ‘Artificial Intelligence (AI) Opportunities Action Plan: terms of reference’, 
(GOV.UK, 26 July 2024) https://www.gov.uk/government/publications/artificial-intelligence-ai-opportunities-action-plan-terms-of-
reference/artificial-intelligence-ai-opportunities-action-plan-terms-of-reference accessed 6 September 2024. 
Oliver Dowden, Deputy Prime Minister, ‘Deputy Prime Minister Speech on AI for Public Good’ (Speech at Imperial College, 29 February 
2024), https://www.gov.uk/government/speeches/deputy-prime-minister-speech-on-ai-for-public-good accessed 6 June 2024.
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In healthcare, poorly tested and widely deployed AI systems have denied 
care to minoritised populations, failed to work accurately despite the 
manufacturer’s claims, and have reproduced racial biases.17 

In the provision of public services, poorly designed AI systems have 
denied care to vulnerable communities, falsely accused people of being 
in debt and led to wrongful arrests and imprisonment.18 In many cases, 
AI technologies can function well in one environment but break when 
deployed in another,19 leading to unintended and harmful consequences.

These harms are not just confined to individuals: AI products and 
features can drive societal harms such as the spread of misinformation, 
exploitation, and oversurveillance of certain communities.20 There is 
also growing evidence of AI systems being used to harass, intimidate 
and cause harm at mass scale. For example, a recent survey of 16,000 
participants across 10 countries on the prevalence of synthetically-
generated nude images found that 2.2% of those surveyed had 
personally experienced victimisation: more than double the rate of 
victimisation in the UK in 2024 for violent crime (1.3%), and nearly 
the same as sexual assault (2.6%).21 22 A separate study found that 
15% of the UK population had been exposed to harmful AI-generated 

17 Ziad Obermeyer and others, ‘Dissecting Racial Bias in an Algorithm Used to Manage the Health of Populations’ (2019) 366 Science 
447 <Dissecting racial bias in an algorithm used to manage the health of populations | Science> accessed 6 September 2024.  
Salman Ahmed and others, ‘Examining the Potential Impact of Race Multiplier Utilization in Estimated Glomerular Filtration Rate 
Calculation on African-American Care Outcomes’ [2020] J GEN INTERN MED 464.  
https://link.springer.com/article/10.1007/s11606-020-06280-5#citeas accessed 6 June 2024.

18 ‘Report | Royal Commission into the Robodebt Scheme’ (7 July 2023) https://robodebt.royalcommission.gov.au/publications/report 
accessed 6 September 2024. 
Rahul Rao, ‘The Dutch tax authority was felled by AI – What comes next?’ (IEEE Spectrum, 9 May 2022)  
https://spectrum-ieee-org.cdn.ampproject.org/c/s/spectrum.ieee.org/amp/artificial-intelligence-in-government-2657286505  
accessed 5 June 2024. 
Kashmir Hill, ‘Eight months pregnant and arrested after false facial recognition match’ (New York Times, New York, 6 August 2023) 
https://www.nytimes.com/2023/08/06/business/facial-recognition-false-arrest.html accessed 5 June 2024.  
James Clayton, ‘I was misidentified as a shoplifter by facial recognition tech’ (BBC, London, 25 May 2024)  
https://www.bbc.co.uk/news/technology-69055945 accessed 5 June 2024.

19 Inioluwa Deborah Raji and others, ‘The fallacy of AI functionality’ (arXiv:2206.09511 2022)https://arxiv.org/abs/2206.09511  
accessed 29 May 2024.

20 Nicholas Dufour and others, ‘AMMEBA: A Large-Scale Survey and Dataset of Media-Based Misinformation In-The-Wild’ 
(arXiv:2405.11697 2024) https://arxiv.org/pdf/2405.11697 accessed 5 June 2024. 
Steven Feldstein, ‘The Global Expansion of AI Surveillance’ (Carnegie Endowment for International Peace, 17 September 2019)  
https://carnegieendowment.org/research/2019/09/the-global-expansion-of-ai-surveillance?lang=en accessed 5 June 2024.

21 Rebecca Umbach and others, ‘Non-Consensual Synthetic Intimate Imagery: Prevalence, Attitudes, and Knowledge in 10 Countries’ 
(arXiv:2402.01721 2024) https://arxiv.org/html/2402.01721v2 accessed 29 May 2024.

22 Crime in England and Wales – Office for National Statistics’. Accessed 23 September 2024.  
https://www.ons.gov.uk/peoplepopulationandcommunity/crimeandjustice/bulletins/crimeinenglandandwales/yearendingmarch2024.
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deepfakes, which included nude images and misinformation.23

The modern AI sector is a highly resource-intensive and concentrated 
market, which can lead to undesirable environmental and economic 
impacts.24 Training and running a cutting-edge AI system requires 
enormous levels of investment25 and extracts significant ecological26 and 
human27 costs. As of 2022, data centres account for 1–1.2% of all global 
electricity usage and this number is increasing by 20–40% year-on-
year.28  

A small number of US technology companies control the majority of 
the compute and data infrastructure necessary to develop AI systems. 
This has led to open-source developers and academic labs becoming 
dependent on corporate-owned infrastructure29 and caused new market 
entrants to be vulnerable to anti-competitive practices.30 Some of these 
issues can be addressed by applying existing laws on competition, online 
safety and consumer protection. However, the UK lacks a joined-up 
regulatory approach to AI technologies that addresses the full range of 
risks they pose. 

This is out of step with public expectations. In the UK, public opinion 
surveys routinely find that people expect AI regulation as a means 

23 Sippy, Tvesha, Florence Enock, Jonathan Bright, and Helen Z. Margetts. ‘Behind the Deepfake: 8% Create; 90% Concerned. Surveying 
Public Exposure to and Perceptions of Deepfakes in the UK’. arXiv, 7 July 2024. http://arxiv.org/abs/2407.05529.

24 ‘Report | AI in the Public Interest: Confronting the Monopoly Threat’ (Open Markets Institute, 15 November 2023)  
https://www.openmarketsinstitute.org/publications/report-ai-in-the-public-interest-confronting-the-monopoly-threat accessed 
6 September 2024

25 Perhaps the most pronounced in the example of compute costs: if model sizes continue growing along the current trajectory, some 
estimates place compute costs in excess of the entire US GDP by 2037. See Lennart Heim, ‘This Can’t Go On(?) – AI Training 
Compute Costs’, (.XYZ, 1 June 2023) https://blog.heim.xyz/this-cant-go-on-compute-training-costs accessed 6 June 2024; and Jai 
Vipra & Sarah Myers West, ‘Computational Power and AI’ (AI Now Institute, 27 September 2023)  
https://ainowinstitute.org/publication/policy/compute-and-ai accessed 6 June 2024.

26 Emily Clough, Net zero or net hero? The role of AI in the climate crisis (Ada Lovelace Institute 2023)  
https://www.adalovelaceinstitute.org/resource/climate-change-ai/#using-ai-to-address-climate-change-8 accessed 27 March 2024.

27 See for example Billy Perrigo, ‘OpenAI Used Kenyan Workers on Less than $2 per Hour to Make ChatGPT Less Toxie’ (Time, 
18 January 2023) https://time.com/6247678/openai-chatgpt-kenya-workers accessed 6 June 2024. These effects typically accrue 
to workers in global majority countries; for more information, see Aditya Singh and Daniel Vale, ‘A New AI Lexicon: Existential Risk’ (AI 
Now Institute, 8 October 2021), https://ainowinstitute.org/publication/a-new-ai-lexicon-existential-risk accessed 6 June 2024.

28 Alexandra Sasha Luccioni, Yacine Jernite & Emma Strubell, ‘Power hungry processing: Watts driving the cost of AI deployment’ 
(FAccT Conference, June 2024) https://facctconference.org/static/papers24/facct24-6.pdf accessed 5 June 2024.

29  See David Gray Widder, Sarah West & Meredith Whittaker, ‘Open (For Business): Big Tech, Concentrated Power and the Political 
Economy of AI’ (SSRN 17 August 2023) https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4543807 accessed 6 June 2024; 
and Meredith Whittaker, ’The Steep Cost of Capture’ (2021) 28 Interactions 50 https://dl.acm.org/doi/10.1145/3488666 accessed 
6 June 2024.

30 As noted in Competition and Markets Authority, ‘AI Foundation Models: Initial Report’ (18 September 2023)  
https://www.gov.uk/government/publications/ai-foundation-models-initial-repor> accessed 6 June 2024.
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of ensuring that these systems are transparent and accountable to 
human oversight.31 A nationally representative survey found that the 
establishment of an independent regulator was the most popular 
choice for AI governance among the British public.32 This regulatory 
gap in UK law has meant there are few requirements or incentives for 
developers or deployers of AI technologies in most sectors to ensure 
their systems are safe or effective before they are put into use.33 As a 
consequence, the UK is one of many governments beginning to see AI 
regulation as a policy gap that needs to be filled. 

To date, most national and local policy proposals for regulating AI, 
such as the EU’s AI Act, have followed ‘risk-based’ approaches that 
aim to reduce or prevent harms from the development and use of 
these systems without placing what are sometimes characterised 
as undue burdens on those developing and deploying these 
technologies.34 Internationally, many jurisdictions believe that they 
will benefit from a competitive advantage if they can establish robust 
AI regulation earlier than their peers. As such, the race to regulate 
AI forms an important component35 of what is increasingly seen as 
an AI ‘arms race’, whereby nations and blocs compete to deliver the 
economic fruits of AI.36

In various white papers over the last four years, the UK Government 
has chosen to adopt a non-statutory, principles-based sectoral 
approach to regulation. This approach would see existing regulators 
apply five cross-cutting principles (safety, security and robustness; 
appropriate transparency and explainability; fairness; accountability 
and governance; and contestability and redress) to AI technologies in 
their remit. This approach comes with no new statutory powers and 
some limited resource support for existing regulators. It also comes 

31 Ada Lovelace Institute & The Alan Turing Institute, How do people feel about AI? (2023)  
https://www.adalovelaceinstitute.org/report/public-attitudes-ai/ accessed 27 March 2024.

32 Ada Lovelace Institute & The Alan Turing Institute, How do people feel about AI? (2023)  
https://www.adalovelaceinstitute.org/report/public-attitudes-ai/ accessed 27 March 2024.

33 AWO, ‘AWO Analysis Shows Gaps in Effective Protection from AI Harms’ (AWO, 17 July 2023).  
https://www.awo.agency/blog/awo-analysis-shows-gaps-in-effective-protection-from-ai-harms accessed 27 March 2024.

34 AI Now Institute ‘AI Nationalisms: Global Industrial Policy Approaches to AI’ (12 March 2024)  
https://ainowinstitute.org/ai-nationalisms accessed 27 March 2024.

35 Nathalie A. Smuha, ‘From a ‘Race to AI’ to a ‘Race to AI Regulation’’ - Regulatory Competition for Artificial Intelligence’ (2021) 13 Law, 
Innovation and Technology https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3501410 accessed 27 March 2024.

36 AI Now Institute ‘AI Nationalisms: Global Industrial Policy Approaches to AI’ (12 March 2024) https://ainowinstitute.org/ai-nationalisms 
accessed 27 March 2024.
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with the creation of a centralised risk monitoring function.37 

The new Labour Government has announced it will legislate to create 
binding requirements on ‘those working to develop the most powerful 
artificial intelligence models’, but has stopped short of seeking to 
propose a more comprehensive AI bill.38

37 Department for Science, Technology & Innovation & Office for Artificial Intelligence, ‘A pro-innovation response to AI regulation’ (GOV.
UK, 3 August 2023), https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach/white-paper accessed 
27 March 2024; Department for Science, Technology & Innovation, ‘A pro-innovation approach to AI regulation: government response’ 
(GOV.UK, 6 February 2024), https://www.gov.uk/government/consultations/ai-regulation-a-pro-innovation-approach-policy-
proposals/outcome/a-pro-innovation-approach-to-ai-regulation-government-response#a-regulatory-framework-to-keep-pace-
with-a-rapidly-advancing-technology accessed 27 March 2024.

38 Jacob Wulff Wold, ‘King Charles Confirms UK AI Bill Is Coming, but Details yet to Be Figured out – Euractiv’  
https://www.euractiv.com/section/artificial-intelligence/news/king-charles-confirms-uk-ai-bill-is-coming-but-details-yet-to-be-figured-out/  
accessed 6 September 2024.
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The regulatory challenge of AI

While regulating AI is now a well understood imperative for policymakers, 
it is not a straightforward one. As a technology area, AI poses several 
challenges for regulators:

• Complexity: ‘AI’ is a broad term that can refer to a standalone product, 
a feature of a product, a service sold to enterprise customers or a 
scientific research field. It covers a range of methods and use cases 
that depend on complex and geographically distributed supply chains. 
This means that it can be difficult to determine which actor in a supply 
chain for any given AI system is responsible for mitigating or preventing 
harmful outcomes. 

• Unpredictability: AI systems can be deployed in a wide range of 
different contexts and sectors, with different use cases and in different 
configurations. The same AI system deployed in one context can 
have a drastically different performance from that system deployed 
in another. Generalising about the sorts of harms produced by AI 
systems in these different contexts can be challenging and can 
confound attempts to appropriately scope or target regulation. 

• Dynamism: Even when consistently deployed in a specific context, AI 
systems can be dynamic. Their properties can change over time as 
models ‘learn’ from new data, are updated, or are used in unforeseen 
ways by human operators. This can make the behaviour and impacts 
of AI systems difficult to reliably predict in advance, challenging 
prescriptive approaches to regulation that specify how a product or 
service should function under a consistent set of circumstances.   

• Opacity: The inner workings of AI systems can be difficult to describe 
or explain. Some AI systems are ‘black box’, meaning their computation 
can be so complex that it can be impossible to provide a clear 
explanation of how it reached a decision. AI system developers also 
routinely consider the training data or the design features of their 
products and services to be proprietary information and may refuse 
to share that information with the public, impacted communities 
or procurers of that product. Those experiencing harms, and the 
regulators tasked with investigating or enforcing them, won’t always 
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have the information, access, or power they need to seek redress or 
prevent harm. 

• Uncertainty: Compared to other technology sectors like 
pharmaceuticals, the AI sector is a nascent one with high levels of 
uncertainty regarding its potential importance to the UK economy. 
It is also not clear how AI products and services will benefit people 
and society. This means that calculating the trade-offs between 
the benefits and risks of regulatory interventions is difficult. There 
is a concern that regulation might stifle economically or societally 
beneficial forms of technological innovation. 

However, these features are not unique to AI. Many of these challenges 
are shared in other domains that have been regulated, including the 
three that this paper explores. As policymakers seek to create new legal 
instruments, structures and institutions to regulate AI, they must first 
look to the lessons that can be learned from comparable sectors and 
technology areas.

A comparative approach

While AI brings its own unique complexities, it is not the first time that 
regulators have grappled with governing highly complex technologies 
that play a central societal and economic role. As we have explored in 
previous research,39 there is no perfect analogy for AI, but looking at how 
other technologies and sectors are governed can help inform strategies 
for AI regulation.

In this paper, we look at three different areas of regulation and explore 
how these areas have been governed, aiming to provide a richer 
understanding of the benefits and drawbacks of different approaches. 
Our intention was to understand the ways in which different factors – 
from the design of regulatory institutions to wider sectoral economic 
conditions – practically impact the effectiveness of regulation. 

39 Harry Farmer, Regulate to Innovate (Ada Lovelace Institute 2023)  
https://www.adalovelaceinstitute.org/wp-content/uploads/2021/12/Regulate-to-innovate-Ada-report.pdf accessed 27 March 2024.
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We chose to look at three regulatory regimes, all in the UK context:

• Pharmaceuticals for human use
• Financial services (with a focus on consumer protection and the 

maintenance of financial stability)
• Climate change mitigation (specifically the carbon emissions regime 

established by the Climate Change Act 2008)

For each domain, we commissioned experts in that field to create a case 
study based on five research questions:

1. What are the objectives of regulation in these different sectors? 
What should regulation seek to achieve?  

2. What mechanisms have regulators implemented in these different 
sectors to meet these objectives?  

3. How has regulation facilitated the creation of public benefit and how 
is this defined? 

4. How have liability and compliance burdens been distributed across 
the value chain in these sectors? 

5. How have any restrictions on access and proliferation impacted 
research and the size of the market?

Each case study drew on dozens of interviews with experts in those 
fields. For more details on our methodology, see ‘Methodology’ at the end 
of the report. More detail can also be found in each case study. 40 41 42

40 Fagleman, Griffiths and McAteer (n 1).
41 Gotham and Barber (n 2).
42 Diski and Collington (n 3).
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Overview of selected regulatory 
regimes

In this chapter, we provide a brief overview of the objectives and 
structure of each regulatory domain.

Pharmaceuticals for human use

Regulatory objectives

Pharmaceutical regulation in the UK primarily aims to ensure 
that medicines used in the UK are effective, safe and of adequate 
manufacturing quality. As a secondary objective, regulators of 
pharmaceuticals are tasked with supporting an ‘enabling environment’ 
for the pharmaceutical industry which encourages innovation and 
positions the UK as a leader in health regulation in the international 
sphere.43

A pharmaceutical product receives authorisation to be sold on the 
market when regulators have deemed the medicine to be safe and 
effective. Regulators are under pressure to strike the right balance 
between ensuring confidence in the safety and effectiveness of a 
product and enabling the product to enter the market as soon as is 
possible. This is important for patients, who may benefit from accessing 
a new medicine, and industry, which wants to earn a return on their 
investment in developing the drug.

Pharmaceutical regulators

There are several UK regulatory bodies that are involved in the process 
of evaluating new pharmaceuticals, granting marketing authorisation, 
and evaluating their cost-effectiveness. The main regulator is the 

43 MHRA, ‘About Us’ (GOV.UK) https://www.gov.uk/government/organisations/medicines-and-healthcare-products-regulatory-
agency/about accessed 17 September 2024.
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Medicines and Healthcare products Regulatory Agency (MHRA), which 
can make the decision to grant marketing authorisation if they believe 
the safety and efficacy of a drug are sufficiently proven.44

The MHRA is supported by the Commission on Human Medicines 
(CHM), an independent advisory body composed of medical experts. 
The MHRA will consult the CHM when handling complex applications, 
for example when a drug contains a new active substance. The CHM 
serves as a second review for drug applications deemed unsatisfactory 
by the MHRA.45

After the MHRA grants marketing authorisation, the National Institute 
for Health and Care Excellence (NICE) evaluates whether the medicine 
should be reimbursed by NHS England. In some cases, a medicine is 
safe and effective, but not more so than an existing medication that is 
available at a lower price, in which case NICE may recommend against 
the NHS purchasing the medicine.46 

Steps leading up to marketing authorisation

Applications for marketing authorisation are judged based on the new 
pharmaceutical’s performance in a series of clinical trials. Generally, 
pharmaceuticals undergo at least three phases of trials, starting with 
small trials to establish initial safety in healthy volunteers, and ending with 
trials to establish efficacy and broader safety across a large number of 
patients affected by the disease in question.47 

Trials use different measures to define efficacy and safety, sometimes 
termed ‘endpoints’.48 For example, in cancer drug studies, these can 
include the mortality rate, biochemical markers in blood tests or tumour 

44 MHRA, ‘About Us’ (GOV.UK) https://www.gov.uk/government/organisations/medicines-and-healthcare-products-regulatory-agency/about  
accessed 17 September 2024.

45 Department of Health, ‘Triennial Review of the Commission on Human Medicines: Review Report’ (26 March 2015)  
https://assets.publishing.service.gov.uk/media/5a80c9bced915d74e6230715/chm-review-report.pdf

46 NICE, ‘Technology Appraisal Guidance | NICE Guidance | Our Programmes | What We Do | About’ (NICE)  
https://www.nice.org.uk/about/what-we-do/our-programmes/nice-guidance/nice-technology-appraisal-guidance accessed 
17 September 2024.

47 National Institute for Health and Care Research, ‘Clinical Trials Guide’ https://www.nihr.ac.uk/documents/clinical-trials-guide/20595 
 accessed 7 January 2024.

48 C McLeod and others, ‘Choosing Primary Endpoints for Clinical Trials of Health Care Interventions’ (2019) 16, 100486 Contemporary 
Clinical Trials Communications.
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size. In clinical trials, endpoints are used to show differences between 
a group of patients receiving the new medicine and a control group, 
as well as differences between patients with different demographic 
backgrounds. In general, a medicine will only move to the next phase of 
testing (for example, testing in a larger group of patients) if it has met 
certain pre-defined thresholds of efficacy and safety.

Some medicines can be authorised to enter the market earlier than 
others. If the medicine is equivalent to an existing drug in terms of 
active chemical substances (that is, a generic medicine), then the 
MHRA can grant approval without consulting the CHM. Medicines that 
have already been approved by trusted overseas regulators can also 
undergo a shorter review process with the MHRA.49 

Some ‘innovative’ medicines are eligible to apply for an ‘accelerated 
pathway’ to marketing authorisation if they are likely to present a 
therapeutic advance and meet an unmet need, meaning that they are 
significantly different to medicines already in use.50

49 MHRA, ‘International Recognition Procedure: Supplementary Information’ (5 January 2024) https://www.gov.uk/government/
publications/international-recognition-procedure/international-recognition-procedure-supplementary-information accessed 
29 January 2024.

50 MHRA, ‘Innovative Licensing and Access Pathway’ (27 January 2023)  
https://www.gov.uk/guidance/innovative-licensing-and-access-pathway accessed 29 January 2024.
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Figure 1: Overview of the process for pharmaceutical  
approval in the UK

Monitoring after entry

After a medicine is approved and released on the UK market, it is still 
subject to post-market monitoring, known as pharmacovigilance. In 
the UK, the MHRA has set up several schemes for reporting adverse 
drug reactions. The ‘Yellow Card Scheme’ is an online database that 
collates voluntary reports of adverse drug reactions from healthcare 
professionals and the public.51 

Under the ‘Black Triangle Scheme’ medications are given ‘Black 
Triangle status’, indicated by a black triangle symbol on the packaging 
and information leaflet, when they are subject to ‘intense monitoring’. 
Black Triangle status is given to medicines that contain a novel active 
substance or have conditional approval and typically lasts for five 

51 MHRA, ‘Yellow Card: Information’ https://yellowcard.mhra.gov.uk/information accessed 4 February 2024.
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years.52 If sufficient adverse drug reactions are reported to be considered 
‘disproportionate’ in the MHRA’s statistical analysis, then the MHRA can 
open an investigation and choose to revoke the marketing authorisation 
for the drug.

Financial services regulation

Regulators and regulatory objectives

Financial services regulation aims to regulate the behaviour of retail 
banks that offer services to households or businesses, wholesale and 
investment banks who engage in financial trading and advising, and 
other financial service providers. There are three main independent 
financial services regulators that carry out activities to address different 
objectives:

• The Bank of England (BoE)53 aims to achieve price stability (limiting 
inflation) and maintain financial stability in the UK, which means that 
the UK financial system is stable enough to keep providing essential 
financial services even if the economy takes a downturn.54 The BoE 
supervises several the critical financial market infrastructures (FMIs) 
such as payment, clearing and settlement systems which enable 
financial transactions in the economy and financial system to take 
place.55  

• The Prudential Regulation Authority (PRA)56 sits within the BoE 
and its general objective to promote the safety and soundness of 
banks, building societies, credit unions, insurers and major investment 
companies in the UK.

52 MHRA, ‘Black Triangle Scheme: New Medicines and Vaccines Subject to EU-Wide Additional Monitoring’  
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/396808/Black_Triangle_
Scheme_-_new_medicines_and_vaccines_subject_to_EU-wide_additional_monitoring.pdf accessed 3 February 2024.

53 Bank of England, ‘What does the Bank of England Do?’ (Bank of England, no date) https://www.bankofengland.co.uk/about accessed 
29 May 2024.

54 Bank of England, ‘What is financial stability?’ (Bank of England, 10 November 2022)  
https://www.bankofengland.co.uk/explainers/what-is-financial-stability accessed 6 June 2024.

55 Bank of England, Financial Market Infrastructure Supervision,   
https://www.bankofengland.co.uk/financial-stability/financial-market-infrastructure-supervision accessed 6 June 2024.

56 Bank of England, ‘Prudential Regulation’ (Bank of England, 2024) https://www.bankofengland.co.uk/prudential-regulation  
accessed 29 May 2024.
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• The Financial Conduct Authority’s (FCA’s)57 strategic (long-
term) objective is to ensure that financial markets function well. Its 
operational (day-to-day) objective is to secure an appropriate degree 
of protection for consumers, protect and enhance the integrity of 
the UK financial system and promote effective competition between 
companies in the interests of consumers.

The PRA and FCA also have a secondary objective to support the UK’s 
economy and facilitate economic growth and competition. The BoE has 
a secondary objective about innovation in the provision of FMI services.

Figure 2: Overview of regulatory ecosystem for financial services

57 Financial Conduct Authority, ‘About the FCA’ (Financial Conduct Authority, 26 April 2024)  
https://www.fca.org.uk/about/what-we-do/the-fca accessed 29 May 2024.
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The regime for financial services regulation as it operates in the UK today 
was established in large part after the global financial crisis of 2007–8. In 
the aftermath of the crisis, the UK passed a series of legislative reforms 
intended to improve the overall safety and stability of the UK financial 
system by addressing the lack of resilience of individual banks and the 
lack of adequate consumer protection. Like the AI sector, risks in the 
financial sector can arise from the actions, conduct and behaviour of 
individual companies. Risks can also arise from cumulative actions 
across different companies or systemic ‘shocks’ to the entire sectoral 
ecosystem.

Systemic stability and resilience

The BoE is primarily concerned with macro-prudential regulation, which 
ensures that the financial system as a whole is stable and resilient. It does 
this by identifying, monitoring and mitigating systemic risks, which refers 
to risks to the stability of the UK’s overall financial system. Some of the 
main systemic risks considered by the BoE in 2023 include cyberattacks, 
geopolitical risks, climate risks and inflation risks.58 The BoE’s Financial 
Policy Committee identifies, monitors and takes action to remove 
systemic risks to enhance the resilience of the UK financial system. The 
monitoring is done through mechanisms like the bi-annual Financial 
Stability Report, where the BoE tracks the views of market participants 
on risks within the UK financial system.59  

The BoE also publishes an annual report on how it supervises the critical 
FMIs. It undertakes risk reviews and stress tests of the key FMIs and 
under new powers granted it can require FMIs to take, or refrain from, 
specific actions.60 The Financial Policy Committee also has the power 
to mandate banks and financial institutions to take certain actions. 
For example, it can set capital requirements for banks or restrict the 
proportion of ‘risky mortgages’ that banks can take on.61 It can give 

58 Bank of England, ‘Systemic risk survey results - 2023 H2’ (10 October 2023)  
https://www.bankofengland.co.uk/systemic-risk-survey/2023/2023-h2 accessed 29 May 2024.

59 Bank of England, ‘Financial Stability Report - December 2023’ (6 December 2023)  
https://www.bankofengland.co.uk/financial-stability-report/2023/december-2023 accessed 29 May 2024.

60 Bank of England, Financial Market Infrastructure Supervision,  
https://www.bankofengland.co.uk/financial-stability/financial-market-infrastructure-supervision

61 Bank of England, ‘Financial Policy Committee’ (Bank of England, no date)  
https://www.bankofengland.co.uk/about/people/financial-policy-committee accessed 29 May 2024.
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binding instructions and recommendations to the PRA and FCA. The 
Financial Policy Committee also monitors capital and liquidity positions 
by the UK financial sector as a whole by aggregating the capital and 
liquidity positions of individual financial institutions. 

The BoE also conducts annual stress tests of the largest financial 
institutions. One example of a stress test is to design a hypothetical 
situation where multiple serious, yet realistic negative events occur 
simultaneously, contrary to normal economic conditions. The Financial 
Policy Committee then assesses if individual companies are sufficiently 
resilient to weather this scenario.62 

If a financial service provider fails, the BoE is responsible for ensuring 
that this happens in an orderly way to prevent disruption to vital services 
and the financial market as a whole.

Safety and soundness of individual companies

The PRA and FCA deal primarily with micro-prudential regulation. 
This focuses on the safety and soundness of individual companies, 
safeguarding individual financial institutions from specific risks and 
preventing them from taking on too much risk. The PRA creates policies 
that companies must follow, such as the requirement to maintain 
sufficient capital and have adequate risk controls in place.

The FCA also regulates the conduct of individual companies. It does 
this by issuing rules, guidance and standards. An example of such a 
standard is the Consumer Duty, which requires financial services to 
put their customers’ needs first. The FCA has published guidance, 
including good practices, that companies should implement to meet 
their responsibilities under the Consumer Duty, such as training staff 
to recognise vulnerable consumers and provide additional support to 
them to ensure they receive a similar quality of service as non-vulnerable 
consumers.63 

62 Bank of England, ‘Stress testing the UK banking system: 2022/23 results’ (Bank of England, 12 July 2023)  
https://www.bankofengland.co.uk/stress-testing/2023/bank-of-england-stress-testing-results accessed 29 May 2024.

63  Financial Conduct Authority, ‘Consumer duty implementation: Good practice and areas for improvement’ (Financial Conduct 
Authority, 22 February 2024) <https://www.fca.org.uk/publications/good-and-poor-practice/consumer-duty-implementation-good-
practice-and-areas-improvement> accessed 29 May 2024.
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The FCA monitors if its rules are being followed with a combination of 
ex ante and ex post measures. These include enforcing an individual 
accountability regime for financial service employees and senior 
managers under which sanctions, including fines or revocation of 
an individual’s approval to carry out a senior management function, 
can be levied against employees and managers that fail to act in line 
with conduct rules. The FCA also monitors data shared by financial 
institutions for suspicious activity like market abuse or fraud. In 2000, 
Parliament set up the Financial Ombudsman Service where consumers 
can file complaints about a financial business for the FCA to investigate. 

Additionally, the FCA also offers a range of services for companies 
developing new financial products, including regulatory sandboxes and 
support in navigating regulatory requirements. Regulatory sandboxes 
allow financial companies to test innovative products and services with 
a small number of consumers for a limited amount of time. Regulatory 
sandbox tests should have a clear objective, such as reducing costs to 
consumers. The FCA oversees the sandbox and provides support to 
ensure there are adequate consumer protection measures.

Climate change mitigation

Regulatory objectives

Carbon emissions regulation seeks to govern the individual actions 
of companies and institutions that are contributing to the collective 
harm of climate change. This regulation establishes a framework for 
setting economy-wide carbon budgets for the UK and seeks to foster 
cooperation from a wide range of actors in the public and private sectors 
to reduce their emissions to meet that budget. 

The Climate Change Act 2008 (CCA) is the main body of law regulating 
carbon emissions reduction in the UK. The CCA and the related 
legislation and bodies provide an example of how companies across the 
economy can be steered towards a common goal. It seeks to measure 
and address society-wide impacts caused by the carbon emissions of 
a range of actors – such as farming practices, industrial manufacturing 
requirements and vehicle emissions standards. This echoes certain 
types of systemic risks posed by AI, such as the pollution of information 
ecosystems.  

Overview of selected 
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Regulatory mechanisms for mitigation and adaptation

The CCA creates several mechanisms for achieving its mitigation and 
adaptation objectives. Of most relevance are the statutory long-term 
emission budgets; a reporting body (the Climate Change Committee); 
ministerial powers to introduce regulations that discourage certain 
activities with high emissions; and the duty of the Government to report 
on progress to Parliament.64

Figure 3: The four pillars of the UK Climate Change Act65

The CCA initially set an emissions reduction target of 80% compared 
with 1990 levels by 2050, which was later amended to net zero (a 
reduction target of 100% compared with 1990 levels) by 2050 to align 
it with the 2015 Paris Agreement. These targets apply only to territorial 
emissions – emissions that occur within the UK’s borders – although 
the UK Government will start to include shipping and aviation emissions 
in its carbon budgets from 2033 onwards. The CCA mandates the 

64 Sam Fankhauser, Alina Averchenkova & Jared Finnegan, ‘10 years of the UK Climate Act’, (LSE Grantham Research Institute 
on Climate and the Environment, 30 March 2018) https://www.lse.ac.uk/granthaminstitute/publication/10-years-climate-change-act/ 
accessed 6 June 2024.

65 Climate Change Committee, ‘CCC Insights Briefing 1: The UK Climate Change Act’ (2020)  
https://www.theccc.org.uk/wp-content/uploads/2020/10/CCC-Insights-Briefing-1-The-UK-Climate-Change-Act.pdf  
accessed 1 October 2024.
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Government to establish ‘carbon budgets’ for five-year periods, starting 
with 2008–12. These carbon budgets are formally set by the UK 
Parliament on the advice of the Climate Change Committee.

Regulatory actors

The Climate Change Committee is a statutory body made up of senior 
and expert academic climate scientists and researchers. Besides 
advising the Government on carbon budgets, it is also responsible for 
advising on long-term emissions targets and reporting progress on 
carbon budgets and the 2050 target. 

Within the Government, currently the Department for Energy Security 
and Net Zero is responsible for climate mitigation policy. In addition to 
the CCA, the Government has adopted a combination of legislation 
(such as the Energy Acts 2008 and 2023) and non-statutory policies and 
strategies (such as the 2021 Net Zero Strategy) targeting economy-wide 
objectives and emissions reductions within different sectors, such as the 
energy sector. 

Although the Government needs to report its progress back to 
Parliament, there is no formal sanction if the Government fails to achieve 
the objectives mandated in the CCA. Still, there is a legal duty to act, 
enshrined in the CCA, which allows citizens to pursue legal action against 
the Government if it can be deemed to be in breach of the Act.
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Findings

In this chapter, we set out cross-cutting findings from our case studies 
that address the research questions in this report. These findings are 
split into three broad thematic areas:

1. The establishment of regulatory regimes 

2. Regulatory institutions and their objectives 

3. Regulatory functions, which are further split into three broad areas:

• pre-market authorisation and conduct requirements
• post-market monitoring
• accountability, redress and enforcement

What follows is not an exhaustive description of these areas in relation 
to each of the three case study sectors – this can be found in the case 
studies themselves 66 67 68 – but rather a set of observations on common 
features across sectors that are relevant to policymakers working on AI 
regulation.

1. The establishment of regulatory regimes

The rapid and continuous development of AI technologies has led to 
claims69 that it may be too soon to establish regulation or that more 
evidence on the capacity – and potential harms – of these systems is 
necessary before robust mechanisms are introduced.

Following the AI Safety Summit, hosted by the UK in Bletchley Park, 
Rishi Sunak claimed that the UK should not ‘rush to regulate’ and that 

66 Fagleman, Griffiths and McAteer (n 1).
67 Gotham and Barber (n 2).
68 Diski and Collington (n 3).
69 Department for Science, Innovation, and Technology, ‘A pro-innovation approach to AI Regulation: government response’ (GOV.

UK, 6 February 2024) https://www.gov.uk/government/consultations/ai-regulation-a-pro-innovation-approach-policy-proposals/
outcome/a-pro-innovation-approach-to-ai-regulation-government-response accessed 6 June 2024.
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we cannot ‘write laws that make sense for something we don’t yet 
fully understand’.70 71 Similarly a 2023 opinion piece from Microsoft’s 
Mustafa Suleyman and Google’s Eric Schmidt, co-signed by other tech 
leaders, suggested we need to first ‘address lawmakers’ basic lack of 
understanding about what AI is, how fast it is developing and where the 
most significant risks lie’ before countries pass national regulation.72 

While these arguments have receded somewhat in recent months – 
with a new Labour Government in the UK signalling its intent to regulate 
powerful AI systems, and jurisdictions across the world bringing forward 
new regulatory proposals – they remain present in debates about AI 
governance.

Our research finds that gathering evidence often requires regulation 
– and so waiting for the necessary evidence to materialise before 
regulating is not an optimal approach. Mature regulatory regimes are not 
constructed perfectly overnight. Instead they emerge haphazardly, often 
after harm has occurred, and their functions develop and grow over time 
as a sector matures and its actors develop more consistent norms. There 
are never ideal circumstances or perfect off-the-shelf solutions. The 
history of existing regulatory regimes shows us that the most effective 
approach is to introduce capacities for monitoring and responding to 
risks that can then be flexibly iterated and strengthened as the sector 
changes. 

A complex history of regulatory development

All three of our case studies illustrate that the development of regulation 
is not straightforward and linear. In the UK, pharmaceutical and financial 
services regulation developed in an uneven fashion as a consequence of 
public scandals that precipitated demands for policy change to maintain 
public trust. 

70 Rishi Sunak, UK Prime Minister, ‘Prime Minister’s Speech on AI’ (The Royal Society, London, 26 October 2023)  
https://www.gov.uk/government/speeches/prime-ministers-speech-on-ai-26-october-2023 accessed 23 May 2024.

71 ‘‘We shouldn’t regulate AI until we see meaningful harm’: Microsoft Economist to WEF’ (The Sociable, 4 May 2023)  
https://sociable.co/government-and-policy/shouldnt-regulate-ai-meaningful-harm-microsoft-wef/ accessed 29 May 2024.

72 Mustafa Suleyman & Eric Schmidt, ‘Mustafa Suleyman and Eric Schmidt: We need an AI equivalent of the IPCC’ Financial Times 
(18 October 2023) https://www.ft.com/content/d84e91d0-ac74-4946-a21f-5f82eb4f1d2d accessed 29 May 2024.
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The history of pharmaceutical regulation in western countries is a 
clear example of this, with high-profile product failures preceding the 
development of regulatory systems and expansions in regulatory power. 
Widespread sulphanilamide elixir poisoning in children in the 1930s led 
to the enactment of the US Food, Drugs and Cosmetics Act.73 Most 
famously, the thalidomide scandal in the 1960s spurred the introduction 
of more rigorous drug testing – with explicit goals of safeguarding 
efficacy and safety – in the UK Medicines Act 1968, as well as in other 
jurisdictions across the globe.74 The history of pharmaceutical regulation 
is one of pragmatic extension of regulatory power. 

Similarly, significant parts of financial regulation came about in response 
to a public scandal. Financial regulation offers another example of 
haphazard regulatory development, with uneven swings between the 
extension and retrenchment of regulatory power. UK banks were subject 
to self-regulation and limited intervention until the Banking Act 1979, 
which put regulation on a statutory footing and made it an issue of UK 
Government policy.75 While this supervisory regime was expanded in the 
Banking Act 1987, regulation remained light-touch until the aftermath of 
the 2007–8 financial crash.76

Pre-crash banking regulation was largely informal with limited state 
intervention and an emphasis on self-regulation. After the crash, new 
independent bodies were created with a focus on financial stability, 
the soundness of individual companies, financial market integrity, and 
consumer protection.77 Banks were now subject to minimum capital 
requirements and stricter reporting duties78 and their retail activities 
(focused on households and businesses) were separated from their 
investment sections, to protect the retail services from shocks in 

73 Robin E. Ferner and Jeffrey K. Aronson, ‘Medicines Legislation and Regulation in the United Kingdom 1500 2020’ (2022) 89 British 
Journal of Clinical Pharmacology 80, https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10087031/ accessed 27 March 2024.

74 Emily Jackson, Law and the Regulation of Medicines (Hart Publishing 2012).
75 Philip Rawlings, Andromachi Georgosouli, and Constanza Russo, ‘Regulation of Financial Services: AIMS and Methods’ (Queen Mary 

University London, April 2014), https://www.qmul.ac.uk/ccls/media/ccls/docs/research/020-Report.pdf accessed 25 March 2024.
76 Ibid.
77 Ibid. After the global financial crisis the Financial Services Authority, an independent regulatory body, took over the supervision 

of banking regulation. The Financial Services Authority, considered to have a too broad-remit and to rely on ‘tick-box’ compliance, 
was consequently abolished after the financial crash in favour of more specialised regulatory bodies such as the Financial Policy 
Committee in the Bank of England, the newly created Prudential Regulatory Authority (a subsidiary of the bank of England) and the 
new Financial Conduct Authority.

78 HM Treasury, ‘A New Approach to Financial Regulation: Judgement, Focus and Stability’ (HM Treasury 2010) Command Paper 
Cm 7874 https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/81389/consult_
financial_regulation_condoc.pdf accessed 6 June 2024.
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investment banking. Overall, these reforms increased accountability 
and consumer protection, and introduced measures to maintain stability 
within banks and the financial market as a whole.

Both of these histories – of pharmaceutical regulation changing and 
expanding in response to public scandal; and of the rebuilding of financial 
regulation after the 2007–8 global financial crisis – show regulatory 
institutions and objectives are not unalterable but can be reconstituted in 
response to changing evidence and periods of crisis. 

The last few years have seen a growing number of public scandals due 
to AI systems causing societal harm. These have often involved AI being 
used in sectors that require high degrees of public trust, like public 
service delivery, education or law enforcement.79 Without the creation of 
robust safeguards and accountability, the AI sector may see a decrease 
in adoption and innovation as consumers lose faith in these technologies 
and the institutions that use them. The evidence from other sectors 
suggests that policymakers ought to act pragmatically to expediate 
these measures to prevent harm, with the expectation of further iteration 
and reform as circumstances change. 

Iterative and flexible governance

Although harms are already materialising in the AI space, regulation 
should not simply respond to past scandals but also be agile to adapt 
to, and prevent, future harms. Climate mitigation in the UK offers an 
important example of how governance can be designed from the outset 
to be iterative and flexible. The CCA was introduced as a comprehensive 
regime intended to prevent future harms from materialising, rather than a 
response to a previous scandal.

While the CCA can be seen as the first attempt in the UK – and one 
of the first in the world – to create a comprehensive national regime 
for monitoring and tracking carbon emissions, it did not create this 
regime from scratch. It built on and incorporated pre-existing regulatory 

79 For example: AlgorithmWatch. ‘How Dutch activists got an invasive fraud detection algorithm banned’ (2020)  
https://algorithmwatch.org/en/syri-netherlands-algorithm/ accessed 6 June 2024; ‘“F**k the algorithm”?: What the world can learn 
from the UK’s A-level grading fiasco’ (2020) https://blogs.lse.ac.uk/impactofsocialsciences/2020/08/26/fk-the-algorithm-what-the-
world-can-learn-from-the-uks-a-level-grading-fiasco/ accessed 6 June 2024.
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infrastructures, including data gathering capacity and a dedicated 
regulator in the form of the Environment Agency, which focused on 
immediate and shorter-term environmental harms.80 

However, besides setting up the Environment Agency, this pre-existing 
infrastructure consisted of non-binding policy that set emissions 
reduction targets for the Government. These non-binding targets 
proved ineffective in producing significant emissions reductions, and 
this was ground for the adoption of the legally binding CCA.81 The CCA 
built on pre-existing policies, but was also born out of the realisation 
that these policies were insufficient to incentivise emissions reduction.

Regulating the AI sector might require adopting a similar approach that 
builds iteratively on existing structures and regulation. For example, 
existing UK competition and online safety policy may address some 
challenges for AI, but gaps may still exist that need to be addressed with 
a comprehensive piece of legislation and new institutions. 

First, existing institutions should be empowered to act and react flexibly 
with regards to new developments, rather than having to wait for new 
legislation.

Second, the literature on climate policy suggests that the CCA was the 
product of particular political circumstances.82 While it was a response 
to evidence that had mounted over decades, several experts have 
suggested that its introduction in 2008 was in many ways opportunistic. 
The suggestion is that the push for legislation was able to take advantage 
of a rare political consensus on the need for binding climate legislation 
across parties and devolved administrations with support from business 
representatives.83 The AI sector finds itself in a similar situation, with 
growing international agreement and action on AI regulation.

80 The Environment Agency still exists, but does not focus on emissions reduction and is therefore not mentioned elsewhere in this 
study as part of the regulatory regime. The Environment Agency regulates, amongst others, use of resources, protects water and land 
quality, and increases flooding resilience. Environment Agency (2021) About Us, GOV.UK. Available at:  
https://www.gov.uk/government/organisations/environment-agency/about accessed: 29 May 2024.

81 Matthew Lockwood, ‘A Hard Act to Follow? The evolution and performance of UK climate governance’ (2021) 30 Environmental 
Politics 26 https://www.tandfonline.com/doi/full/10.1080/09644016.2021.1910434 accessed 6 June 2024.

82 Sam Fankhauser, Alina Averchenkova & Jared Finnegan, ‘10 years of the UK Climate Act’, (LSE Grantham Research Institute 
on Climate and the Environment, 30 March 2018) https://www.lse.ac.uk/granthaminstitute/publication/10-years-climate-change-act/ 
accessed 6 June 2024.

83 As expressed by several experts interviewed by the Ada Lovelace Institute.
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Figure 4: Number of mentions of AI in legislative proceedings in 
80 countries, 2016–202384

Third, the innovation of the CCA lies in its balance of flexibility and 
stability. It sets out high-level objectives, and establishes a monitoring 
infrastructure to track progress against these targets and shape 
Government and other policies over a long-term time horizon. As part 
of the monitoring infrastructure, the Government has a duty to regularly 
report to Parliament on its progress in meeting carbon budgets and 
the 2050 net zero target. Additionally, the Climate Change Committee 
publishes annual progress reports. Comparing emissions targets – 
set through carbon budgets and the net zero target – with emissions 
estimates, allows for progress against targets to be clearly reported.

The CCA’s framework is also responsive to changes in the evidence. 
Targets can be changed while retaining the overall framework, as has 
been done with the introduction of the more ambitious net zero target 
(the commitment to reduce emissions by 100% of 1990 levels, rather 
than the previous 80%) and the intention to incorporate shipping and 
aviation emissions. The Climate Change Committee plays an important 

84  AI Index, ‘AI Index Report 2024 – Artificial Intelligence Index’ https://aiindex.stanford.edu/report/ accessed 1 October 2024.
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role in this by monitoring progress and making recommendations for how 
the overall framework can be improved on and adapted. The CCA can 
therefore be seen as establishing targets, functions and regulation that 
would be built upon and would necessarily change and evolve over time.

As stated above, the CCA was passed in a period of considerable 
political consensus on climate, but that consensus has more recently 
broken down, placing pressure on the regulatory functions it established 
and altering their effectiveness. Regulatory regimes for AI will necessarily 
also be subject to fluctuations of this nature: the task is to create a 
regime resilient enough to maintain public confidence in technology 
throughout periods of change and political upheaval.

Regulatory regimes can also change over time in more subtle ways. 
Changes such as the UK’s departure from the EU and transformations 
in the political climate have influenced how regulatory oversight is 
exercised in practice. For example, after Brexit the MHRA has had to, 
in many cases, separate its regulatory processes from those of the 
European Medicines Agency.85

Regulatory leadership

The case studies also highlight how international dynamics can impact 
government motivation. On one hand, governments can be motivated 
to regulate early to establish regulatory leadership, as evidenced by 
the CCA. On the other hand, sometimes economic competition with 
other countries can lead governments to be slow to regulate, or even 
deregulate, with negative consequences for the stability of the sector (as 
shown by our case study on financial regulation).86 Market size compared 
to other jurisdictions can also shape regulatory strategies and shape 
conditions for how countries such as the UK can exhibit regulatory 
leadership.

In some sectors the UK has been the first to enact global regulation, 
establishing a baseline for other countries. The CCA is widely 
acknowledged to be one of the first comprehensive framework laws on 
climate change and emissions, and an innovative example of legislation in 

85 As expressed by an expert interviewed by the Ada Lovelace Institute.
86 Fagleman, Griffiths and McAteer (n 1).
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its whole-economy approach to climate governance.87 

A strong motivation for passing the CCA at the time was to establish 
the UK’s moral leadership on climate change, and thereby support 
global progress on emissions reduction by inspiring similar efforts in 
other jurisdictions. This approach has largely been successful: since its 
passage in 2008, several other countries have emulated features of the 
CCA, including France, Germany, Mexico and New Zealand. For years 
the UK was perceived as a global leader in climate, with its reputation 
diminishing in recent years as governments have failed to scale up 
climate efforts.88

Conversely, economic competition with other countries has also 
acted as a driver of deregulation at different times. In finance, the UK’s 
financial regulation witnessed a ‘race to the bottom’ in the 1960s to 
1980s. Deregulation was motivated by a desire to make London the 
largest financial sector in the world. This did spur growth but ultimately 
undermined the stability of the sector in the long term as evidenced by 
multiple financial crises since the 1970s and 80s. Economic competition 
between countries does not intrinsically favour either regulation or 
deregulation; countries may seek a competitive edge through regulatory 
or deregulatory strategies at different times. 

The size of national markets determines regulatory influence. Regulators 
in larger markets are more likely to set standards that will be followed by 
regulators in smaller jurisdictions. Pharmaceutical regulation gives us a 
clear example of this: approval decisions made by regulators operating 
in small- and medium-sized jurisdictions tend to follow the example set 
by regulators in larger jurisdictions (most notably the US Food and Drug 
Administration (FDA) and the EU European Medicines Agency, which 
represent significantly more than half of the global market for originator 
medicines). There are therefore limits to the regulatory leadership that 
smaller jurisdictions can attain: the bar for approval set by regulators 
such as the FDA and European Medicines Agency sets an effective ‘floor’ 
for regulation, and reducing compliance requirements below this level is 
unlikely to create a significant pull factor for investment.

87 Ibid.
88 Charlie Cooper & Abby Wallace, ‘UK has ‘lost’ global climate leader status, say its own advisers’ (Politico 28 June 2023)  

https://www.politico.eu/article/uk-rishi-sunak-has-lost-global-climate-leader-status-say-its-own-expert-advisers/  
accessed 5 June 2024.



37Findings New rules? 

This is analogous to the AI sector. The UK is a relatively small AI services 
market compared to the USA and EU, the former of which is the home 
of the majority of big technology companies. However, both of these 
jurisdictions have begun to implement regulations aimed at governing AI 
systems. Several US states, including California, Colorado and New York, 
have proposed or passed regulation on various kinds of AI systems. The 
EU has recently passed its AI Act, which has established a regulatory 
baseline that many UK businesses building AI products will seek to 
comply with.

As these regulatory proposals are nascent, it is not yet possible to 
ascertain how well they will function. The proposals also contain several 
notable gaps. For example, none of these proposals address the risks 
of AI’s impact on displacing workers or adequately create requirements 
to assess the efficacy of AI systems. There is therefore still opportunity 
for the UK to exhibit regulatory leadership within these crucial aspects 
of AI regulation and have a significant voice in the global debate on AI 
regulation. 

At the same time, considering the size of the UK market compared to 
the USA and EU, it is unlikely that there will be much benefit for the UK 
in setting out a framework for AI regulation that is significantly weaker 
than that set by its peers. Instead, the competitive advantage for the UK 
is likely to lie in factors that can support compliance and raise the bar 
for companies and consumers: for example, improved resourcing for 
regulators. 

2. Regulatory institutions and objectives

A key challenge for regulators in the pharmaceutical, financial services 
and climate sectors is working constructively to shape the behaviour 
of large industry actors that often have considerable resources at 
their disposal. The sectors we investigated, primarily the financial 
services industry and the pharmaceutical industry, also grapple with 
having to regulate very large companies that in some instances are 
even considered ‘too big to fail’. The AI sector is also characterised by 
significant market concentration and is dominated by a small handful 
of large AI companies that provide the infrastructure and services for 
others to build from.  
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Through our research we have identified multiple factors that can aid 
in setting up (or undermining) a strong regulatory system that is able 
to manage such large market players. Key elements, discussed in the 
sections below, include ensuring the independence of the regulator 
from industry, government and other stakeholders; providing regulators 
with well-defined objectives; ensuring sufficient resourcing; and having 
multiple regulators with complementary responsibilities that can provide 
a system of checks and balances.

Independence and democratic accountability

In all three of the regulatory domains we investigated, regulators enjoy 
operational independence guaranteed by statute. Appointments of 
senior leaders in regulatory bodies are made by ministers, but regulators 
are routinely scrutinised by and ultimately accountable to Parliament. 
This structure is intended to safeguard against the aggressive pursuit of 
ideological or political agendas, while allowing for democratic input and 
scrutiny.

In recent years, these arrangements have come under threat. In financial 
regulation, an attempt to implement greater influence via a new ‘call-in’ 
power, was dropped following Parliamentary scrutiny. This ‘call-in’ power 
would have enabled the Treasury to make, amend or revoke regulators’ 
rules, thereby undermining their independence.

A softer form of accountability is the establishment of the Climate 
Change Committee, which reports on progress made by the Government 
against its emissions targets, and can therefore also show when 
the Government fails to meet its climate goals. As a body made up 
overwhelmingly of senior and expert academic climate scientists and 
researchers, the committee is highly trusted among civil servants and 
industry stakeholders. Yet experts interviewed for the case study agreed 
that the committee’s legitimacy could be enhanced by creating more 
channels for citizen and democratic participation in the development 
of policies to meet certain emissions targets. This could enhance public 
support for certain climate policies.
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Resourcing

Historically, an essential aspect of functioning regulators has been the 
provision of sufficient resources, headcount and expertise to conduct 
research, assess for risk and enforce sanctions. 

In the pharmaceutical context, adequate resourcing for existing regulators 
has been severely cut in recent years. The MHRA mostly relies on 
industry funding and has seen public contributions to its budget slashed 
in recent years.89 This not only impacts the regulator‘s ability to carry 
out its objectives to a sufficient standard, but also makes the regulator 
vulnerable to pressure (both from pharmaceutical companies and other 
actors such as patient groups) to accelerate regulatory review in order to 
make a treatment available sooner. There is additional pressure to meet 
(or exceed) review timelines of regulators in other jurisdictions to keep 
a competitive advantage. According to our interview participants, this 
pressure may compromise public safety by allowing drugs to enter the 
market that have not been subject to the appropriate level of scrutiny.

Adequate resourcing is also essential to avoid ‘industry capture’ which 
can occur when regulators serve the interests of the industry they 
are tasked with regulating, rather than acting in the public interest. 
Underfunding creates challenges in terms of providing adequate staffing 
to meet deadlines and allow for a smooth regulatory process. This can 
create a ‘revolving door’ between regulators and industry, with regulators 
struggling to retain staff in the face of attractive industry pay packages.90 
According to some of our interview participants, this risks creating overly 
close relationships between regulators and the industries they are tasked 
with regulating.

The AI sector contains several similar challenges, with many regulators 
lacking the resources, expertise and capacity to effectively address the 
challenges posed by AI systems. While the UK Government has launched 
a £10m fund for regulators to apply for temporary funding to help them 
address these challenges, this type of limited funding approach may not 
address the core issues of capacity and resourcing.  

89 Gareth Iacobucci, ‘UK Drug Regulator Formalises Plan to Cut Staff in Response to Brexit Income Loss’ (The BMJ, 10 December 2021) 
https://www.bmj.com/content/375/bmj.n3058 accessed 26 March 2024

90 Maryanne Demasi, ‘From FDA to MHRA: Are Drug Regulators for Hire?’ (2022) 377 BMJ  
https://www.bmj.com/content/377/bmj.o1538 accessed 27 March 2024.
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Tackling the problems created by underfunding – and ensuring that 
regulators are adequately resourced to tackle challenges in their 
sectors – requires more funding through public spending or industry 
levies. In the sectors we examined, the dominant funding models are 
user fees (pharmaceuticals) and levies on parts of the sector (finance). 
The operation of the Climate Change Committee is funded through 
general taxation, although it is worth noting that levies do exist for 
specific green policies. 

Generally speaking, levies are seen an important tool for creating ring-
fenced budgets for important public interventions, while placing the 
burden for financing on the sectors who benefit the most from those 
government interventions. It is worth noting, however, that there are 
drawbacks to these funding models. Some interview participants 
claimed that industry fees in particular afford regulated companies 
leverage over regulators that they would not otherwise have.

Objectives

The debate over AI regulation often includes suggestions that regulators 
should not simply work to prevent harms from AI, but should also work to 
promote the uptake and innovative use of these systems. This reflects a 
broader trend in public policy, seen across multiple sectors, to introduce 
secondary objectives for regulators. 

In the domains we studied, this trend has achieved mixed success at 
best. Secondary objectives – such as ‘creating an enabling environment 
for the pharmaceutical industry’ (MHRA) or ‘facilitating international 
competitiveness and growth’ (FCA and PRA) – may conflict with one 
another and with core regulatory goals, such as ensuring drug safety 
or consumer protection. This risks compromising the effectiveness of 
important regulatory functions and opening the door to the politicisation 
of regulatory activities.

In UK pharmaceuticals regulation, the MHRA is the agency tasked 
with a primary objective of ensuring that medicines used in the UK are 
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‘effective, safe, and of adequate manufacturing quality’.91 However, the 
MHRA also has secondary objectives: ensuring an enabling environment 
for the pharmaceutical industry, encouraging innovation, and positioning 
the UK as a leader in health regulation in the international sphere.92 The 
FCA is charged with similarly wide-ranging objectives: from ensuring 
market stability and consumer safety to promoting economic growth.

Some of these secondary objectives have been introduced in the last 
few years. The Medicines and Medical Devices Act 2021 (MMDA) makes 
explicit the regulatory objective of creating a favourable environment 
for industry, including, implicitly, for foreign companies or investors. At 
the time the introduction of this objective was seen as controversial 
within academia and civil society, with experts warning that it could 
undermine safety considerations.93 Interviewees suggested that this new 
secondary objective had been introduced in response to an acceleration 
of competition between regulators in different countries in creating 
favourable conditions for companies.

In addition to contention at the level of politics and statute, these 
secondary objectives around creating a favourable industry environment 
can also create elements of uncertainty in the technical practices of 
regulators, particularly when these practices include some measure 
of subjectivity or social value judgement. For example, NICE makes 
judgements on the cost effectiveness of medication based on Quality-
Adjusted Life Years. A Quality-Adjusted Life Year measures the effect of 
a drug or medical device’s effect on a patient’s combined quantity and 
quality of life. This methodology includes ‘social value judgements’ made 
by the regulator, based, where possible, on data on patient-reported 
preferences and quality of life.94 These judgements in turn are influenced 
by the regulator’s objectives making the prioritisation of competing 
regulatory objectives an important factor in the determination of cost 
effectiveness.95 

91 As evidenced by the case study on Pharmaceuticals Regulation, the main objective of UK pharmaceutical regulation is to ensure that 
pharmaceuticals in the UK are ‘effective, safe, and of adequate manufacturing quality’ (see section ’Objectives of pharmaceutical 
regulation).

92 Laura Downey and others, ‘The Medicines and Medical Devices Act 2021 & Uncertain Regulatory Futures’ (University of Birmingham, 
no date), https://www.birmingham.ac.uk/research/perspective/medical-devices-act-regulation accessed 25 March 2024.

93 Ibid.
94 ‘4 Economic Evaluation | NICE Health Technology Evaluations: The Manual | Guidance | NICE’ (31 January 2022)  

https://www.nice.org.uk/process/pmg36/chapter/economic-evaluation-2 accessed 18 October 2024
95 As stated by expert interviewed by the Ada Lovelace Institute.
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One way in which policymakers have attempted to resolve this 
uncertainty is to have a clear hierarchy of objectives. This is the case in 
financial services whereby secondary objectives, regulatory principles 
and remit letters sit in descending order under the FCA and PRA’s 
primary objectives. The regulator judges on a case-by-case basis which 
principles are relevant and should influence the outcome of a decision, 
besides its primary objectives, which leaves some room for discretion by 
the regulator.

The choice of whether to prioritise one objective over another can 
favour the interests of different stakeholders (such as pharmaceutical 
developers, the health service and patients themselves). Pressure to 
promote economic growth and create a favourable environment for 
business can push regulators to favour industry interests over patient 
safety in some cases. 

Some experts have claimed that the introduction of growth objectives 
has led to the MHRA focusing more on pharmaceutical industry needs 
over patient safety, especially in the context of accelerated pathways.96 
Similar concerns have been raised in the financial sector, where the 
new secondary objective in 2023 for the PRA and FCA to promote 
international competitiveness of the sector creates a perceived conflict 
of interest for regulators who are now required to both regulate and 
promote the financial services sector.

In the case of pharmaceutical regulation the evidence for the 
effectiveness of pro-innovation regulatory measures is limited at best. 
Two-thirds of drugs that undergo expedited or accelerated approval 
review generally fail to perform better than available alternatives 
and exhibit a higher rate of safety events and withdrawals from 
market.97 The evidence from pharmaceuticals gathered from our 
interviewees and roundtable participants is therefore that introducing 
secondary objectives around innovation and competitiveness can 
be counterproductive, compromising safety efforts without yielding 
significant public benefit.

96 As expressed by experts interviewed by the Ada Lovelace Institute.
97 Huseyin Naci, Robin Forrest and Courtney Davis, ‘Putting Patients First in Medicines Regulation?’ (2021) BMJ  

https://pubmed.ncbi.nlm.nih.gov/34848394/ accessed 27 March 2024.
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Checks and balances

To help mitigate the risk of institutions becoming ‘captured’ by particular 
interests, some mature regulatory regimes include an ecosystem of 
independent institutions that can hold each other accountable and act 
as effective checks and balances. 

In pharmaceuticals, the MHRA’s regulatory functions are complemented 
by those of NICE, the National Institute for Health and Care Research 
(NIHR) and the CHM.98 These organisations act as checks on each other: 
for example, the CHM is consulted by NICE on novel medicines and also 
acts as an authority for appeals when medicines are not approved by the 
MHRA.99 

While these bodies are all part of a unified ecosystem, acting towards 
shared aims, each has its own objectives and can act independently of 
the others. For example, a medicine approved by the MHRA does not 
need to be approved for purchase on the NHS by NICE. This distribution 
of power and accountability helps to ensure the resilience and integrity of 
the overall system even when individual parts are vulnerable to pressure 
from external stakeholders. 

Conversely, in financial services, while the presence of multiple 
specialised institutions has also been seen as a strength, it has at times 
posed problems related to oversight and coordination, and claims have 
been made that smaller and more specialised institutions are more 
vulnerable to regulatory capture. The regulatory landscape consists of 
multiple big regulators (BoE, PRA, FCA), but also some smaller regulatory 
bodies looking at specific elements of the financial sector (for example, 
the Payment Systems Regulator, and the Pensions Regulator). Banks can 
also be impacted by big tech companies who provide cloud services. 
Having such a decentralised regulatory system potentially causes issues 
for coordination between regulators and oversight of the sector as a 
whole.

98 See Figure 2 and 3 in the case study on Pharmaceutical Regulation.
99 Jamie Grant, ‘Triennial Review of the Commission on Human Medicines’ (UK Government Department of Health, March 2015),  

https://assets.publishing.service.gov.uk/media/5a80c9bced915d74e6230715/chm-review-report.pdf accessed 26 March 2024
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The wider regulatory ecosystem

Beyond the core of regulatory institutions, wider stakeholders in civil 
society and academia also play an important role in the regulatory 
ecosystem of the three sectors we looked at. These actors support 
activities such as critically assessing regulatory methods and advocate 
on behalf of affected persons. 

For example, in the financial sector certain designated consumer bodies 
can take action as super complainants on behalf of affected groups.100 
Stakeholders in civil society and academia also provide valuable 
independent validation and critique of regulatory practices. 

Despite this, our interview participants in all three case studies noted 
that private interests tend to have an outsized influence compared to 
civil society or academic stakeholders within the regulatory process.

In recent years, both financial and pharmaceutical regulation in the UK 
have exhibited a trend towards institutionalising the involvement of 
affected persons as a counterbalance. In finance, the establishment of 
the Financial Services Consumer Panel, the Practitioner Panel, and the 
Small Business Practitioner Panel, aims to ensure broader input into the 
work of regulators beyond the traditional mechanisms of consultations 
and calls for input. In pharmaceuticals, changes have been introduced to 
ensure that two patient representatives are included in every decision-
making committee. 

Our research found some optimism about the potential of these reforms 
to ensure regulation operates in a more inclusive way that is responsive 
to the needs of a wide range of stakeholders,101 although it was also 
suggested that the success or otherwise of these reforms cannot yet be 
fully assessed.

Similar initiatives would be well suited for AI regulation, although 
current UK proposals have not sought to create methods for citizen or 

100 Financial Conduct Authority, ‘Finalised guidance on super complaints and references under Section 234D’ (Financial Conduct 
Authority, 26 June 2013).  
https://www.fca.org.uk/publications/finalised-guidance/finalised-guidance-super-complaints-and-references-under-section 
accessed 29 May 2024.

101 As expressed by experts interviewed by the Ada Lovelace Institute.
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independent expert oversight or engagement in decisions around how 
to regulate and deploy AI systems. While there is a drive to improve AI 
expertise within the Government and sectoral regulators, there are no 
independent public institutions with AI governance at the heart of their 
remit. The evidence from other regulatory regimes suggests that this is 
a significant gap, leaving the development of AI governance subject to 
ministerial whim, political churn and other regulatory priorities.

3. Regulatory functions

Ex ante and ex post mechanisms are often proposed in AI regulation 
debates as different approaches to tackling harm. Our research suggests 
that effective regulation utilises both to ensure documentation and harm 
mitigation throughout the lifecycle of a service or product, including after 
it has been released.

The aim of regulation in the three sectors discussed in this report is 
generally to prevent harms from occurring. Still, as discussed in earlier 
sections on the emergence of regulatory regimes, harms or policy 
failures occur even when regulation is in place. 

For this reason, it is common to have accountability and redress 
mechanisms in place. Accountability here means that actors can be held 
responsible for failing to adhere to or enforce regulation via investigation 
and/or enforcement of sanctions by a competent body. Redress ensures 
that that potential victims have a viable route to raise complaints and 
seek remedies. All three of the regulatory systems in this report have 
implemented methods for accountability and redress, albeit in diverging 
ways.

Steps required for marketing authorisation and conduct 
requirements

Both financial regulation and pharmaceutical regulation in the UK 
place strong market entry requirements on financial companies and 
pharmaceutical products, respectively. 

In finance, companies and their business models need to be authorised 
by the regulator. This means that the company applying for authorisation 
must show how the company will be governed, the kinds of activities it 
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intends to undertake and how it intends to ensure that these activities 
will comply with regulatory principles such as the Consumer Duty.102 
Additionally, senior employees must meet a ‘fit and proper’ test, which 
assesses evidence of the prospective employee’s honesty, integrity, 
competences, capability and financial soundness.103 The PRA’s 
Threshold Conditions, which include having appropriate resources to 
manage risk and ‘fit and proper’ governance arrangements must also be 
met at all times before being allowed to carry out regulated activities.104 

In pharmaceutical regulation, all medicines placed on the market in 
the UK require marketing authorisation which serves as the main point 
of leverage for regulators. Marketing authorisation is received when a 
product is deemed safe and effective based on evidence collected in 
clinical trials that measure how well the drug performs in terms of certain 
‘endpoints’. For example, for a cancer drug, these endpoints could include 
survival rates after a certain period or changes in tumour size. This 
whole process of evidence gathering goes through multiple stages and 
takes several years. Some legal experts have argued that ‘the decision 
to approve a medicine effectively signals an end to the gathering of 
meaningful and reliable information as to safety’,105 pointing to concerns 
that while post-market monitoring measures exist in pharmaceutical 
regulation, they are very limited, as will be discussed in the section below.

The effectiveness of market entry requirements is shaped by several 
sector-specific factors, but two factors featured across our case studies. 

First, the presence of robust metrics is key in pharmaceutical regulation, 
financial regulation and carbon emissions regulation. Such metrics 
should be set independently – by regulators or an independent third 
party – rather than by the regulated entity. This prevents pre-market 
assessments from being ‘gamed’ and builds trust by allowing external 
entities (for example, academics, auditors and the general public) to 
verify the results of compliance activities. 

102 Financial Conduct Authority, ’Sample Business Plan‘ (Financial Conduct Authority, 25 October 2023)  
https://www.fca.org.uk/firms/authorisation/sample-business-plan accessed 29 May 2024.

103 Financial Conduct Authority, ‘Fitness and Propriety (F&P)‘ (30 March 2023)  
https://www.fca.org.uk/firms/senior-managers-and-certification-regime/fitness-and-propriety-fp accessed 29 May 2024.

104 Bank of England, ‘The PRA’s and FCA’s Threshold Conditions - Bank of England’ (Bank of England, January 2016)  
https://www.bankofengland.co.uk/-/media/boe/files/prudential-regulation/new-bank/thresholdconditionsfactsheet accessed 
29 May 2024.

105 Emily Jackson, Law and the Regulation of Medicines (Hart Publishing 2012).
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In pharmaceutical regulation, regulators publish guidance on 
recommended endpoints that can be used as metrics in clinical trials and 
against which applications for marketing authorisation for new drugs are 
judged. Under the CCA, the five-year carbon budgets are formally set 
by the UK Parliament but under the advice of the independent Climate 
Change Committee. In financial regulation, banks receive ‘authorisation’ 
to operate on the UK market if they are deemed ‘sound’. One way in 
which this is measured is by determining if the bank has sufficient liquid 
assets. The Financial Policy Committee, which sits in the BoE, sets the 
liquidity requirement and when they think risks to financial stability are 
growing, they will require banks to maintain more liquid assets. 

In these cases, there is a strong role for regulators to set requirements 
for what counts as valid evidence of good practice; regulated 
companies should not ‘mark their own homework’. Companies do in 
many cases have input into regulatory standards, which can include 
(in pharmaceuticals) collaborating with regulators to develop clinical 
trial endpoints. For pharmaceuticals, academics and practitioners (for 
example doctors) play a key role, by undertaking research to look at long-
term drug safety (this research is often undertaken ad hoc, based on 
individual researcher’s initiatives, rather than in an organised framework). 
While this is a key process for keeping regulatory standards workable 
and up-to-date, regulators have the ultimate say in whether a product 
can enter the market and this ensures that public interest considerations 
are centred in negotiations.

Second, economic incentives and business models also shape 
compliance with market entry requirements. In pharmaceuticals, for 
example, decisions by companies about whether or not to take the 
development of a drug forward are conditioned by profit considerations, 
which are in turn shaped by the nature of the funding available to a 
company and the price that it can hope to charge for the drug once 
it reaches the market. Often these incentives are not aligned with 
the aims of regulation – making the job of the regulator harder and 
exposing them to political pressure.106 Interviewees and roundtable 
participants in our project indicated the consequent need to ensure 
that economic considerations (such as market structure and prevailing 
business models) are considered as levers affecting company behaviour, 

106 As expressed by experts interviewed by the Ada Lovelace Institute.
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alongside regulatory requirements, rather than as a separate or siloed 
policy area.

It is also worth considering how market entry requirements can 
contribute to market concentration by placing high burdens on 
new market entrants. For example, in pharmaceuticals, regulated 
companies need significant resources and expertise to comply with 
regulatory requirements such as the obligation to carry out clinical 
trials. Coupled with non-regulatory factors like the need for high up-
front, at-risk investments to develop new drugs, this creates barriers 
for new drug developers wishing to enter the sector.107 As a result, 
smaller drug developers will commonly sell their intellectual property to 
large pharmaceutical companies that are better equipped to comply. 
In other cases the entire company may be acquired early in the drug 
development process.108 

In the context of AI, legislators should consider how regulation will 
impact on market concentration and might impact on market entry by 
newcomers.

Monitoring

Monitoring was highlighted as a key challenge by experts in the sectors 
we explored. The three sectors referred to in this paper monitor for 
different things. Within pharmaceuticals, monitoring mechanisms aim 
to identify for harmful incidents or further information on whether a 
drug works as intended. Within financial regulation, monitoring focuses 
on assessing the stability of financial markets and on the continued 
stability and soundness of financial institutions. Within carbon emissions 
regulation, monitoring is used to see how the Government performs 
against its emissions reduction goals. 

Post-marketing requirements in the pharmaceutical sector are not 
always complied with. A significant proportion of medicines are approved 
‘conditionally’, meaning that companies are required to undertake 
additional studies on certain aspects of the medicine (generally safety) 

107 As expressed by experts interviewed by the Ada Lovelace Institute. See case study on Pharmaceutical Regulation, section on ’Effects 
of regulatory requirements on competition in pharmaceuticals’.

108 As expressed by experts interviewed by the Ada Lovelace Institute.
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as a condition of approval. While data on UK-specific compliance with 
such requirements are not available, a study of European Medicines 
Agency cancer medicine approvals found that 47% of post-marketing 
requirements were not completed on time.109

Similarly, voluntary reporting of harmful incidents through the ‘Yellow 
Card Scheme’ is weak, challenging efforts at comprehensive monitoring. 
In the UK it is estimated that around 90% of adverse drug reactions 
go unreported.110 There have been cases in which it was alleged that 
manufacturers have withheld concerning safety data from regulators, 
including for rofecoxib (an arthritis medicine) and paroxetine (an 
antidepressant).111

In the UK, companies are primarily responsible for pharmacoviligence, 
whereas in the USA, by contrast, the FDA takes a more active role in 
monitoring safety incidents.112 

Climate and finance regulation bring into focus the question of 
monitoring systemic risks, a key challenge in AI. The Climate Change 
Committee collates evidence on performance against climate targets 
which are set nationally in alignment with international standards, such as 
the 2050 net zero goal. This progress is measured through estimates of 
territorial emissions which include the decrease in emissions compared 
to 1990 levels from UK-based businesses, activities of people living 
in the UK and land, including forests and crop or grazing land. The UK 
Department for Energy Security and Net Zero collects this data and must 
regularly report on its progress to the UK Parliament. Also, the Climate 
Change Committee reports annually on the Government’s progress. 
When the progress is insufficient this means that the Government must 
take extra measures to meet its targets.

Financial regulation offers another instructive example in the form of 
stress testing which explores the likelihood of financial institutions 

109 Avi Cherla and others, ‘Post marketing Requirements for Cancer Drugs Approved by the European Medicines Agency, 2004–2014’ 
(2022), 111(4) Clin Pharmocol Ther 846 https://pubmed.ncbi.nlm.nih.gov/35662000/ accessed 27 March 2024.

110 Nikhil Raj and others, ‘Postmarket Surveillance: A Review on Key Aspects and Measures on the Effective Functioning in the 
Context of the United Kingdom and Canada’ (2019) 10 Ther Adv Drug Saf https://pubmed.ncbi.nlm.nih.gov/31384423/ accessed 
27 March 2024.

111 Emily Jackson, Law and the Regulation of Medicines (Hart Publishing 2012)
112 Mary Wiktorowicz, Joel Lexchin & Kathy Moscou, ‘Pharmacovigilance in Europe and North America: Divergent Approaches’ (2015), 

75(1) Soc Sci Med 165 https://pubmed.ncbi.nlm.nih.gov/22521677/ accessed 27 March 2024.



50Findings New rules? 

withstanding adverse and hypothetical-but-plausible situations. The 
Financial Policy Committee and Prudential Regulation Committee, 
which makes PRA’s most important decisions, carries out annual stress 
tests. During this stress test these regulatory bodies assess how banks 
would respond in a hypothetical ‘stress’ scenario to see if the banks are 
sound enough to withstand adverse shocks. If individual companies or 
the market as a whole are not deemed resilient enough on the basis of 
these stress tests this may inform the introduction of more resilience 
measures, such as the introduction of higher capital buffers. 

With AI systems becoming more pervasive across critical industries, 
monitoring systemic risk resulting from AI becomes increasingly 
important. Such examples from climate and financial regulation can 
provide inspiration for shaping systemic risk monitoring mechanisms in 
the AI context.

Accountability

Our case studies indicate divergent practices on redress and 
accountability in each of the three sectors. Accountability refers to the 
ability to hold different actors responsible for their actions when they 
cause harm, including through sanctions. This is a key challenge in AI, 
where attribution of responsibility for AI harms to actors in the value 
chain is still an unsolved issue.

Options for victims of adverse drug reactions to access redress through 
the UK legal system are limited, with interviewees expressing that 
they believe the chances of bringing a successful claim under the UK 
Consumer Protection Act, tort law or contract law being very low. This is 
primarily because it is difficult to establish a ‘fault’ with a medicine – all 
drugs are expected to have some adverse effects in some of the patients; 
or a ‘fault’ of the drug producer, manufacturer or prescriber – which 
requires a high bar of evidence.

One option that is in more active use in the UK is the establishment of 
no-fault compensation schemes. In no-fault compensation schemes, the 
claimant is required only to show harm from the product without needing 
to prove the manufacturer’s fault. In the UK, for example, such schemes 
have been set up in response to the thalidomide scandal and the infected 
blood scandal, where patients were given blood contaminated with HIV 
and/or HCV during medical treatments. In these cases legal liability 
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was difficult to prove, but harm due to defective medicine or medical 
treatment was evident. These schemes are not, however, available 
on an ongoing basis: they are established in response to particular 
scandals that receive sufficient political and media attention. The no-
fault compensation schemes in pharmaceutical regulation may provide 
inspiration for instances of AI harms where ‘fault’ at an individual level is 
difficult to prove, but where it may be undesirable that affected persons 
go without compensation.

In finance, other redress mechanisms are available. First, the Financial 
Ombudsman Service, which was set up in 2001 to resolve consumer 
complaints. It can provide a form of redress for consumers when they’ve 
been treated unfairly by a lender or financial business.113 The Financial 
Ombudsman service is free to use and will settle disputes between 
consumers and businesses in a fair and impartial manner.114 A similar 
function for consumer complaints about AI systems may provide 
governments and regulators with a useful source of information about 
where AI-enabled harms are occurring. 

Second, the Senior Manager and Certification Regime creates an 
individual accountability regime. It sets minimum standards of conduct 
for all employees at financial companies, with additional rules applicable 
to senior managers. It is enforced by the FCA and PRA. These rules 
include, for example, the duty to act with integrity, to be cooperative 
with regulators and share relevant information with them, and to pay 
due regard to consumer interests. If staff who perform key roles (Senior 
Management Functions) breach any of these standards, regulators can 
impose penalties in the form of a public censure; a financial penalty; or a 
suspension, condition or limitation in relation to an individual’s approval 
to hold a Senior Management Function. 

A similar set of rules for developers of AI systems might create greater 
incentives for technology companies to prioritise consumer interests and 
transparency, particularly when their services are embedded in critical 
infrastructures with a large potential for impact on individuals.

113 Financial Ombudsman, ‘Financial Ombudsman Service: Our Homepage’ (Financial Ombudsman, no date)  
https://www.financial-ombudsman.org.uk/ accessed 29 May 2024

114 Financial Ombudsman, ‘What to Expect’ (Financial Ombudsman, 15 December 2022) https://www.financial-ombudsman.org.uk/
consumers/expect#:~:text=If%20we%20think%20the%20business,said%2C%20the%20complaint%20is%20settled  
accessed 29 May 2024.
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Redress and accountability under the UK regime for carbon emissions 
regulation are less straightforward, as only public authorities (not 
businesses) are bound by the regime, and failure to adhere to it leads to 
potential collective harms rather than individual adverse effects. There 
is no penalty on the Government if it does not achieve the objectives 
set out in the CCA. Still, the CCA does establish a ‘legal duty to act’ on 
the Government. This allows citizens to pursue legal action against the 
Government on the basis that its plans for realising the carbon emissions 
objectives enshrined in the CCA did not meet the ‘minimum legal 
standards’. Several organisations have brought such cases against the 
UK Government, sometimes leading to revisions in its net zero strategy.115 

A similar legal duty to act on AI-related harms might provide an 
opportunity for members of the public to engage in government policy 
around AI through the courts, although avenues for public deliberation 
earlier in the policymaking process would be more desirable.

115 ‘Friends of the Earth and Others -v- Secretary of State for Energy Security and Net Zero’ (Courts and Tribunals Judiciary, 3 May 
2024) https://www.judiciary.uk/judgments/friends-of-the-earth-and-others-v-secretary-of-state-for-energy-security-and-net-zero/  
accessed 10 September 2024.
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Conclusion

Creating effective and meaningful AI regulation in the UK will be 
challenging task – but it is not impossible. This research provides clear 
lessons from other regulatory regimes for how the UK Government can 
ensure that AI regulation is both robust and future-proofed.

Lesson 1: Delivering a pragmatic regulatory framework for AI will 
require independent institutions that have the required resources and 
statutory backing they need to operate effectively, strategically and 
with appropriate flexibility over the long term. 

This does not require removing or replacing existing AI governance 
initiatives in the UK. Many of the building blocks of a wider AI governance 
regime are already in place. These include the AI Safety Institute (AISI); 
the voluntary commitments secured from foundation model developers 
by the previous Government; the ‘central functions’ established following 
the March 2023 white paper on AI regulation; and existing ‘horizontal’ 
regulation such as the UK General Data Protection Regulation (GDPR) 
and the Equality Act 2010, which provide important protections116 to 
people affected by AI.

Tying these disparate elements together into a coherent framework 
will require the introduction of new powers, resources and statutory 
underpinning for regulators and their supporting institutional architecture 
(such as AISI and the central functions). It will mean safeguarding, and 
building on, existing legal protections rather than removing or watering 
them down. Existing UK regulatory regimes were not created fully formed 
but instead emerged over time in response to growing harm. Following 
these precedents, policymakers should feel confident in pre-emptively 
establishing and empowering regulatory authorities to take action on 
AI products and services, in the knowledge that their functions can be 
developed and iterated in response to new evidence.

116 AW0 (n. 1)
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Lesson 2: Building and maintaining confidence in critical services and 
technologies requires the implementation of assurance mechanisms 
that can demonstrate they are safe, reliable and trustworthy.

As in the pharmaceutical sector, a regulatory approach that assesses the 
efficacy and safety of AI products and services may help the UK become a 
leader in assessing AI risks. As in the climate and financial services sectors, 
regulation for AI will have to address not only individual company behaviour 
but also the systemic impacts of these systems, which may also require the 
development of methods analogous to stress testing in banking. 

While private actors have a role to play in providing assurance across 
these dimensions, the experience of other regulatory regimes suggests 
that industry-led or voluntary initiatives are no substitute for robust 
public oversight delivered by regulators with meaningful enforcement 
powers. To avoid conflicts of interest and the ‘gaming’ of regulatory 
mechanisms, the development of metrics and methods for assurance 
should be led by regulators and independent entities, and not by 
regulated entities.

Lesson 3: Sectoral regulators can be less effective if their objectives 
conflict with the goal of ensuring technologies, products, and services 
are safe, effective, and trustworthy. 

Proposals for the regulation of AI and related technologies sometimes 
include provisions that mandate regulators to promote objectives such 
as innovation, competitiveness or economic growth, mirroring trends 
in other sectors including pharmaceuticals and finance. The evidence 
from these other sectors is that introducing secondary objectives 
around innovation and competitiveness can be counterproductive, 
compromising safety efforts without yielding significant public benefit.  

Lesson 4: To help mitigate the risk of institutions becoming unduly 
influenced by particular interests, mature governance regimes should 
include an ecosystem of independent institutions that can hold each 
other accountable and act as effective checks and balances. 

Beyond the core of regulatory institutions, wider stakeholders in civil 
society and academia also play an important role in the regulatory 
ecosystem of the three sectors we reviewed. These actors support 
activities such as critically assessing regulatory methods and advocate 
on behalf of affected persons.



55Conclusion New rules? 

Lesson 5: Post-market monitoring measures can help ensure that 
risks of emerging technologies and sectors are better understood, 
prevented and mitigated. 

There is a strong case for post-market monitoring of AI systems because 
their performance and behaviour can change with new data. Similarly, 
assurances of the performance of an AI system in one context may not 
provide much clarity about how well that system will function in other 
contexts. Our research shows that post-market monitoring has not been 
implemented particularly effectively in some sectors but that better 
resourcing can help improve implementation.

A post-market monitoring and reporting regime for AI will therefore need 
to be developed over time to establish what works best. This should be 
a priority area for further policy research and development within the 
UK Government. The regulatory ecosystem will need to be equipped 
with powers and duties to request information about, and conduct 
independent investigations into, specific incidences of harm as well as 
the longer-term structural impacts of the integration of these systems 
into our society and economy.

Lesson 6: Successful regulatory regimes incorporate mechanisms 
for redress and dispute resolution for individuals affected by a 
technology, service or product. 

In AI regulation, there is a need for redress and dispute-resolution 
mechanisms in sectors where there are no formal mechanisms. 
Adopting an ombudsman-style model, which has been effective in other 
sectors, could act as a complement to other central functions that 
the Government has set out. This model could support individuals in 
resolving their complaints and help direct them to appropriate regulators. 
It could also provide the Government and regulators with important 
insights about the harms people are experiencing, and whether they are 
effectively securing redress.
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Methodology

Research questions

We anchored our analysis around the following five research questions:

1. What are the objectives of regulation in these different sectors? 
What should regulation seek to achieve? 

2. What mechanisms have regulators implemented in these different 
sectors to meet these objectives? 

3. How has regulation facilitated the creation of public benefit and how 
is this defined? 

4. How have liability and compliance burdens been distributed across 
the value chain in these sectors? 

5. How have any restrictions on access and proliferation impacted 
research and the size of the market?

Methods

The case studies that these interim findings draw from are based 
on a combination of desk research, expert interviews and expert 
roundtables. For each case study, between seven and 10 interviews were 
conducted with experts representing a mix of interests. We interviewed 
representatives from regulators, industry, academia, professional 
organisations and civil society. In addition, a roundtable consisting of a 
diverse mix of experts was held to gain deeper insight into parts of the 
case study as needed. In total, we conducted 28 interviews, and three 
roundtable discussions (one for each case study).
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Selection of case studies

These three case studies were selected based on several criteria, 
including:

• Relevance: Each of the case studies covers domains that have been 
referenced in the media, or by policymakers, as possible models of 
inspiration for AI governance.117 118 119 120 121 122 

• Breadth: We wanted to ensure a wide range of regulatory regimes 
was covered and so chose domains that differ dramatically in terms of 
their:

 — Aims and objectives 
 — Regulatory institutions and mechanisms
 — Age, ranging from more established (pharmaceuticals), to newer 

(UK CCA), and in between (financial services, long-established but 
with significant changes after the 2007–8 financial crash).

• Economic importance: All three of the sectors included in this study 
tend to be those in which there is high investment, high economic 
contribution and high risk. For example, Gross Value Added (GVA)
added from UK pharmaceutical manufacturing was £15 billion in 
2020, representing a significant percentage (8%) of the UK’s total 
manufacturing GVA.

117 Institute AN, ‘What Can We Learn From the FDA Model for AI Regulation?’ (AI Now Institute, 31 January 2024)  
https://ainowinstitute.org/publication/what-can-we-learn-from-the-fda-model-for-ai-regulation accessed 18 October 2024

118 Hendrix J, ‘An FDA for AI? | TechPolicy.Press’ (Tech Policy Press, 24 December 2023) https://techpolicy.press/an-fda-for-ai 
 accessed 18 October 2024

119 Stacey K and correspondent KSP, ‘AI Should Be Licensed like Medicines or Nuclear Power, Labour Suggests’ The Guardian (5 June 
2023) https://www.theguardian.com/technology/2023/jun/05/ai-could-outwit-humans-in-two-years-says-uk-government-adviser 
accessed 18 October 2024

120 Milmo D and editor DMG technology, ‘AI Risk Must Be Treated as Seriously as Climate Crisis, Says Google DeepMind Chief ’ The 
Guardian (24 October 2023) https://www.theguardian.com/technology/2023/oct/24/ai-risk-climate-crisis-google-deepmind-chief-
demis-hassabis-regulation accessed 18 October 2024

121 ‘Mustafa Suleyman and Eric Schmidt: We Need an AI Equivalent of the IPCC’ (19 October 2023)  
https://www.ft.com/content/d84e91d0-ac74-4946-a21f-5f82eb4f1d2d accessed 18 October 2024

122 Robson K, ‘Can Financial Regulation Serve as a Blueprint for AI Guardrails?’ (Verdict, 17 January 2024)  
https://www.verdict.co.uk/can-financial-regulation-serve-as-a-blueprint-for-ai-guardrails/ accessed 18 October 2024
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Limitations

Given that our case studies cover only three bodies of regulation, our 
findings are necessarily partial. We recommend complementing our 
analysis with other existing research on lessons from regulation of other 
sectors. 

It’s also worth noting that there are many important distinctions 
between AI and the sectors we have explored. We do not maintain that 
pharmaceuticals, financial services or carbon emissions can be seen 
as equivalent to AI, merely that the mechanisms and institutions used 
to govern these sectors offer valuable lessons as we seek to establish 
governance of AI.
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